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Overview1



1. Overview
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 This is the first work to use Attention- and Query-based methods in the HOI(Human-Object Interaction)

 Used DETR(End-to-End Object Detection with Transformers) as a base detector and extend it for HOI detector

 The feature extractor consists of an off-the-shelf CNN backbone network and a transformer base.

QPIC
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2. Background
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What is HOI(Human-Object Interaction)

 The task of detecting interactions between objects

 Further to object detection, add the process of finding interaction associations



2. Background
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What is HOI(Human-Object Interaction)



2. Background
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Previous HOI detector(two-stage methods)

[Representative models]

iCAN, InteractNet

[Limitation]

1. Images are missing contextual features
2. It uses a pairwise neural network, which has 

the limitation of being inefficient in terms of 
time and computational cost.

 Consists of Stage One (Object Detection) and Stage Two (Interaction Prediction)

 The process is to detect all the objects in the image and then use a neural network to find all the parallel 

interaction scores.



2. Background
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Previous HOI detector(single-stage methods)

[Representative models]

PPDM, CenterNet

[Limitation]

1. Images are missing contextual features
2. Requires additional post-processing steps or 

heuristic thresholding

 It uses a matching method that performs object detection and interaction detection in parallel.

 Use interaction boxes or union boxes to reduce inference time while maintaining performance.



2. Background
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 Transformers have had success with Natural Language Processing (NLP) and recently applied to images 

with image transformers.

 Attention mechanisms can be used to extract overall features of an image.

 It consists of an encoder and a decoder to predict the hoi triplet at once.

Transformer based method
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3. Proposed Method
Overall Architecture

The sections are presented in two parts:

1. Feature Extractor

2. interaction detection head.

12



3. Proposed Method

Given an input image 𝑥 ∈ R3×H×W, it is calculated as a feature map 𝑧𝑏 ∈ ℝ𝐷𝑏×𝐻
′×𝑊′

using off-the-shelf backbone 

network, where H and W are the height and width of the input image, 𝐻′ and𝑊′ those the output feature map, and 

𝐷𝑏 is the number of channels. Typically 𝐻′ < H, 𝑊′ < W. 𝑧𝑏 is then input to a projection convolution layer with a 

kernel size of 1 × 1 to reduce the dimension from 𝐷𝑏 to 𝐷𝑐 .

Feature Extraction (backbone network)
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3. Proposed Method

The transformer encoder takes as input a feature map 𝑧𝑏 ∈ ℝ𝐷𝑐×𝐻
′×𝑊′

and a fixed positional encoding 𝑝 ∈ ℝ𝐷𝑐×𝐻
′×𝑊′

that contains positional information. Then, it extracts a feature map that is rich in contextual information using a self-

attention mechanism. The encoded feature map is 𝑧𝑒 ∈ ℝ𝐷𝑐×𝐻
′×𝑊′

, which can be obtained via 𝑧𝑒 = 𝑓𝑒𝑛𝑐 𝑧𝑐 , 𝑝 . where 

𝑓𝑒𝑛𝑐 ∙,∙ is a set of stacked transformer encoder layers.

Feature Extraction (Transformer Encoder)
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3. Proposed Method

The transform decoder takes as input the encoder output 𝑧𝑒 ∈ ℝ𝐷𝑐×𝐻
′×𝑊′

, a learnable query vector 𝑄 = ȁ𝑞𝑖 𝑞𝑖 ∈ ℝ𝐷𝑐
ⅈ=1

𝑁𝑞
, 

and a positional encoding 𝑝 containing spatial information. Then, it outputs an embedding vector D = ȁ𝑑𝑖 𝑑𝑖 ∈ ℝ𝐷𝑐
ⅈ=1

𝑁𝑞

containing image-wide contextual information for HOI detection. One query vector 𝑞𝑖 is designed to contain at most 

one human-object pair and an interaction between them, which means that the number of queries 𝑁𝑞 is always larger 

than the number of human-object pairs in the image. The decoded embeddings are then obtained as D = 𝑓𝑑𝑒𝑐 𝑧𝑒 , 𝑝, 𝑄 , 

where 𝑓𝑑𝑒𝑐 ∙,∙,∙ is a set of stacked transformer decoder layers.

Feature Extraction (Transformer Decoder)
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3. Proposed Method
Feature Extraction (Architecture)

Initial state
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3. Proposed Method
Interaction Detection Head

The interaction detection head defines the embedding result D as follows:

1. human-bbox vector : 𝑏 ℎ ∈ 0.1 4

2. object-bbox vector : 𝑏 𝑜 ∈ 0.1 4

3. object class(one-hot vector) : c ∈ 0.1 𝑁𝑜𝑏𝑗 , 𝑁𝑜𝑏𝑗 is the number of object class

4. action class : a ∈ 0.1 𝑁𝑎𝑐𝑡 , 𝑁𝑎𝑐𝑡 is the number of action class 

Action class is not necessarily a one-hot vector because there may be multiple actions. The vectors listed are input 

to the 4 heads(𝑓ℎ, 𝑓𝑜, 𝑓𝑐, 𝑓𝑎), respectively

17



3. Proposed Method
Interaction Detection Head

The prediction of normalized follows:

1. human-bbox : ቚ𝑏𝑖
(ℎ) 𝑏𝑖

(ℎ)
∈ [0,1]4

ⅈ=1

𝑁𝑞

2. object-bbox : ቚ𝑏𝑖
(𝑜) 𝑏𝑖

(𝑜)
∈ [0,1]4

ⅈ=1

𝑁𝑞

3. probability of object classes : ȁƸ𝑐𝑖 Ƹ𝑐𝑖 ∈ 0,1 𝑁𝑜𝑏𝑗+1, σ
𝑗=1

𝑁𝑜𝑏𝑗+1
Ƹ𝑐𝑖 𝑗 = 1

ⅈ=1

𝑁𝑞
, where 𝑣 𝑗 denotes the 𝑗-th element of 𝑣

4. probability of action classes : ȁො𝑎𝑖 ො𝑎𝑖 ∈ [0,1]𝑁𝑎𝑐𝑡
ⅈ=1

𝑁𝑞

This predictions are calculated as (𝜎, 𝜍 / sigmoid, softmax):  

1. 𝑏𝑖
(ℎ)

= 𝜎 𝑓ℎ 𝑑𝑖

2. 𝑏𝑖
(𝑜)

= 𝜎(𝑓𝑜 𝑑𝑖 )

3. Ƹ𝑐𝑖 = 𝜍(𝑓𝑐 𝑑𝑖 )

4. ො𝑎𝑖 = 𝜎(𝑓𝑎 𝑑𝑖 )
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3. Proposed Method
Interaction Detection Head

𝑏𝑖
(ℎ)

= 𝜎 𝑓ℎ 𝑑𝑖

𝑏𝑖
(𝑜)

= 𝜎(𝑓𝑜 𝑑𝑖 )

Ƹ𝑐𝑖 = 𝜍(𝑓𝑐 𝑑𝑖 )

ො𝑎𝑖 = 𝜎(𝑓𝑎 𝑑𝑖 )
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4. Experiments
Datasets and Evaluation Metrics
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• Datasets

• Evaluation Metrics : mean average precision(mAP)

Datasets Train Validation Test Object class Action class

V-COCO 2,533 2,867 4,946 80 29

HICO-DET 38,118 - 9,658 80 117



4. Experiments
Comparison to State-of-the-Art
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• HICO-DET

• Default : APs are calculated on the basis of all the test images

• Known object :  each AP is calculated only on the basis of images that contain the object class corresponding to each AP

• full, rare, non-rare : 600(entire), 138(less than 10), 462(more than 10)

• V-COCO

• Scenario 1 : It should correctly detect the 'no-object' class.

• Scenario 2 : Ignore the ‘no-object’ class.

HICO-DET V-COCO
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5. Conclusion
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- This paper introduces a QPIC that performs the task of predicting HOI using transformer-based DETR.

- It overcomes the limitations of existing single-stage and two-stage methods by using the attention mechanism.

- High performance on HICO-DET and V-COCO, benchmark datasets for HOI task

- Provides simple and intuitive detection heads

Result



5. Conclusion
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[기체 내 위험 상황 정의]

1. Normal : 위험 물품 x

2. Caution : 위험 물품o, 사람 x

3. Warning : 위험 물품o, 사람o, 상호작용 x

4. Danger : 위험 물품o, 사람o, 상호작용 o

How to apply?
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